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Abstract - This study examines the influence of perceived [N this paper, we present a field experiment that
social abilities of a robot on users attitude towards as investigates the influence of perceived social abilite the
acceptance of the robot. An interface robot with simdted acceptance of a robotic interface. The experiment was
conversational capabilities was used in a Wizard of Oz carried out in an eldercare institution with an iCaato
experiment ~ with  two conditions: a more socially ysed in a more and less socially communicative condition
communicative (the robot made use of a larger set of sat In the following section we will report related work.
abilities in _interaction) and a less socially communicate o o0 0 antly we will discuss the main concept of social
interface. Participants (n=40) were observed in 5 minute . . . . -
interaction sessions and were asked to answer questions intelligence, gxplaln how social abilities were simetator
perceived social abilities and technology acceptance. Ris ~ the robot's interface and present how acceptance was
show that participants who were confronted with the mee ~ measured. This is followed by the results, discussiahef
socially communicative version of the robot felt more findings and conclusions.
comfortable and were more expressive in communicating i
it. This suggests that the more socially communicative Il. RELATED RESEARCH

condition would be more likely to be accepted as a . . .. .
conversational partner. However, the findings did not sow a Research involving explicit tests of robots or agerits w

significant correlation between perceived social abiligs and eId_erIy users has been Ca”ied. out by Wada et al. [5] and
technology acceptance. Shibata et al. [12]. These studies concerned a sealdhape

robot namedParo, placed in a group of elders where they
I. INTRODUCTION could interact with it, mainly by caressing and talkingtt

HE expected growth in the elderly population and thghe. aim of th_|s study VYaS to obsgrve the use ,Of at tioba

labor shortages in the healthcare sector have imspire setting described as ‘robot _qssusted activity aqd ® se
number of researchers to explore the applicability (Whether elders felt more positive after a few sgslﬁrmls
intelligent systems in general and robots in partictdave was done by measuring the moods of the participants, both

used by elderly users [1], [2]. For robots, this concerﬁ%'th a face scale for_m (on W.h'Ch participants can epre
functionalities related to support independent living [3 eir mood by selecting a facial expression In a skafe
which may mean supporting basic activities and molulgty ery happy to very sad) and the Profile of Mood States
well as providing household maintenance and monitorin‘éDOMS) questionnaire. .

tasks [4]. Some studies also focus on the companionship .not.her experiment that took place in an .eldercare
robot might provide [2, 5]. institution concerned a robot namBéarl as described by

If robotic products are to be used in the (near) future @'neau et al. [13]. The robot was used in open-ended

elderly users, they have to be accepted by them Tikerd teractions, delivering candies and used to guide elders
’ ' rough the building to the location of a physiotherapy

some evidence that a robot that is perceived to be mcﬂj
social in its behavior will be more easily acceptéf This e_?ﬁrtment. . ith P d Pearl both : d
is supported by further studies on human-robot interacti(m e experiments with Paro and Pearl both registered a

stressing the importance of social intelligence [7]-[@hst gh Ie\_/el 0:] posmvg gxcn_(ejmentl dor;) the side dOfb eldlzrs,
research related to social intelligence in human-robgP'99esting that a robotic aid would be accepted by elders.

interaction concerning elderly people is based on quabtat However, these studies were not directed towards dolect

findings from a small set of users (see [2], [3], [10] anguantitative Qata on acceptance of robotic technology by
[11]) elders and it is not clear what aspects of the rotietface
caused the users’ positive attitude and whether such a
Manuscript received March 15, 2006. This work wasperted in part robotic aid would ensure aCFuaI use on a longer term-baS|5_

by the Hogeschool van Amsterdam and in part bthepean Commission Related research in which both acceptance and social
Division FP6-IST Future and Emerging Technologiedar Contract FP6- abilities did play a significant role is described byFElqrter
002020 (Cogniron). et al. [6]. It concerned the Philips iCat tested iniaatd of

M. Heerink is with the Instituut voor Informationngineering, Almere, SLAE X ) p ’
Netherlands (+31-36-5480771; e-mail: m.heerink@iya Oz setting in a home-like laboratory with adult, but not

Ben Krose is with the Institute of Informatics, Ueisity of Amsterdam, eIderIy participants. The iCat was programmed in two ways
Amsterdam, the Netherlands, (e-mail: Krose@sciereenl). . . . . .

Vanessa Evers is with the Centre for Study of Lagguand Information, a sqglally mte”'gent condition and a SOCIfi”y .neu”al
Stanford University, on leave from the Human Corepitudies Lab at the condition. The researchers found that a robot in tcby

University of Amsterdam, the Netherlands (e-maiere@science.uva.nl). intelligent condition would be more likely to be accepted.
Bob Wielinga is with the Human Computer Studies balthe University

of Amsterdam, the Netherlands (email: wielinga@usmeuva.nl)



In the context of using robots for elders, it is refeven 4. exhibit self control,
look at user interaction with on-screen agents, as it 5. show responsibility,
reported [14], [15] that responses to physical and virtual 6. gain trust,
embodied agent systems is similar. Research concerning 7. show competence

experiments with screen agents for elders is reported byTo translate these into programmable features, we tvie
Bickmore et al. [16]. The study focuses on the acceptaincemeet with the list of social behaviors, set up in the
a relational agent appearing on a computer screen agperiments by De Ruyter et al. and found the following
functioning as a health advisor for older adults. Findingsehavioral features to be programmed into our robots
show that the agent was accepted by the participangs asharacter (the numbers refer to the above listedtiab)l
conversational partner on health and health behanor [6], [15], [16]:

rated high on issues like trust and friendliness. It iss a » listening attentively, for example by looking at the

found to be successful as a health advisor. participant and nodding (1, 2),

It seems that research on robot and agent acceptance ¢« being nice and pleasant to interact with, for
be subdivided into two areas: acceptance of the robot in example by smiling (1, 2, 7),
terms of usefulness and ease of use (functional acceptanc « remembering little personal details about people,
and acceptance of the robot as a conversational pavitte for example by using their names (6, 7),
which a human or pet like relationship is possible édoci « being expressive, for example by using facial
acceptance). The experiments with Paro were more fiicuse expressions (2, 3),
on social acceptance while the experiments with Readl « admitting mistakes (5, 6).
iCat focused more on the acceptance of the robot regpardi
its functionalities. This means that only the feature ‘exhibit self cohi)

is not represented.
Ill. THEORETICAL CONCEPTS )
B. User acceptance of robots in eldercare

A. Social abilities for robots Research on how and why individuals adopt new
In research concerning social aspects of autonomoidormation technologies has lead to several streaitts
interactive systems there are several definitionsthef different focuses. To construct a model that incorgsrat
concept of social intelligence [17]. For the purpose @of ththe most widely used models, Venkatesh et al. [20] included
study, social intelligence will be the social abiktie the theoretical models that employ intention and/ogeises
perceived by the users when interacting with robots. the key dependent variable. The result of this procetsgis
A similar description is given fasocially communicative UTAUT model which has also been used in previous
robots within the classification by Breazeal [8] @nded by research in acceptance of robots [6].
Fong et al. [19]): robots providing a ‘natural’ interfame The UTAUT model incorporates several influences on
employing human-like social cues and communicatioAcceptance of technology, usually in the workplace. It
modalities, that do not have to be based on deep mddels@vers the following constructs: performance expectancy,
social cognition. effort expectancy, attitude toward using technology, self-
Since we are interested in the influence of socidities  €fficacy, anxiety and behavioral intention to use.
in a robotic interface on its acceptance, it is imgorto ~ As mentioned above, when dealing with acceptance of
look at ways to measure both acceptance and socidiesbil robots, it is important to not only address acceptance
A widely used tool to evaluate social abilities for hmmas terms of the usefulness and ease of use of a systeatsbut
Gresham & Elliott's Social Abilities Rating Syste®SRS) relational or social acceptance. This means thatex us
[18]. This tool usually is applied in social research, tigos accepts the robot as a conversational partner, fihds t
on scholars and students, often in relationship t®bot's social skills credible, sees the robot as an
disabilities. Nevertheless, the five basic featuredutonomous social being and is more likely to exhibit
(Cooperation, Empathy, Assertion, Self-Control andéatural verbal and non-verbal conversational behaagor
Responsibility) match the aspects found in Human-Robwell as feeling comfortable in interacting with thebot.
Interaction literature on social (or sociable) reband This means that a wuser will demonstrate more
agents [8], [19] well. These five constructs also appehet conversational engagement by being more expressive [21]
relevant abilities in the study by De Ruyter et al. [6] and thus we can use behavioral clues as an indication of
Other relevant concepts to study are Trust an@Pnversational acceptance [22].
Competence as they appear relevant in the experiments by

De Ruyter et al. and research by Shinozawa et al. [15]. IV.  THE EXPERIMENT
This leads to the following list of social abilities:
1. cooperate, A. Problem statement
2. express empathy, The aim of this study is to evaluate the effect ofiadoc

3. show assertivity, abilities in a communicative robot interface on its



acceptance by elders. In this specific experiment, ffieete condition exhibited the social abilities as listed iearlit
was to be measured regarding both functional acceptancedibiened more attentively (by looking at the participand
using a technology acceptance model and conversationadding while the participant was speaking), it smiled
acceptance by using relevant questions and observatiodsring the interaction, it remembered and used the name of
The social abilities were programmed using the behdviortne participant during the interaction, it was showingeno
features as listed previously (I11A). facial expressions and it would apologize for making a
The hypotheses for this experiment were: {Breé is a mistake.
measurable influence of social abilities on the acceptanceThe scripted dialogues for the two conditions were
of a robotic interface by elders in an eldercare environmemdentical except for the participant’'s name being usethéy t
and (2)a more socially communicative robotic interfacemore social version. All dialogues were set up with the
will be perceived to be more social by its users same text to speech (tts) application.

B. Setting D. Procedure

The experiment was carried out at an eldercare institutio A specific interaction context was created where @t i
in Lelystad, the Netherlands in December 200%ould be used in a Wizard of Oz fashion, which guaranteed
Participants were 40 elderly inhabitants (13 male, 23 similar pattern for all sessions. The participardsewirst
female) of the institution, living more or less indegently, exposed to the iCat in groups (8 participants per group).
or needing daily care and who volunteered for the study. After a short introduction by one of the researchies
the final analyses, data from 4 participants were nobbot told them what its possibilities were: an ifdee to
included because of disturbances during the observatidomestic applications, monitoring, companionship,
session and severe hearing problems. Nursing staff pmeformation providing, agenda-keeping and memorizing
selected participants whose mental condition was swth thmedication times and dates. They were told that foryteda
a questionnaire could be coped with. Otherwise there wasperiment, the robot was only programmed to perform
no selection on mental or physical health features. three tasks: setting an alarm, give directions to terast
. supermarket and giving the weather forecast for tomorrow.
C. The robotic interface .

The experimenter subsequently demonstrated how to have a

The particular robot we used in our experiment is the iCapnversation with the robot in which it performed she
(“interactive cat”), developed by Philips, also usedhie t {55ks.
experiments by De Ruyter et al. [6]. After this group session, the participants were invitee
by one to have a conversation with the robot, wilie
other group members were waiting in a different seabion
the room. The conversation was standardized as much as
possible and we asked the participants to have the robot
perform the three simple tasks. While being engaged in
conversation, the participants’ behavior was obsebyed
researcher and recorded by camera. The group session and
the individual session were both about 5 minutes, so the
maximum time spent with the robot was 10 minutes for
each participant.

E. Instruments

After the individual observation sessions, the partitipa
were interviewed. The questions concerning acceptance
were adapted from the UTAUT questionnaire. The
adaptations were necessary for three reasons. Boste
elders that piloted the questionnaire had difficulty
indicating the level to which they agreed with statetmen
and responded far better to questions than to statements.
Also, because some of the participants had trouble rgadin
it turned out to be much easier for most of them if there

: _ - ._. asked the questions by an interviewer, who could cléréy
different computer vision capabilities, such as recoggizi . : . :
question if necessary. Furthermore, since UTAUT s

objects and faces. The iCat’s base contains twooplames developed for using technology at work, the questions

to record the sounds it hears and a loudspeaker is bUIItn'fra]eded to be adapted to a domestic user environment. This
for sound and speech output.

. . . .. meant that questions that could not be adapted were
Conversational scripts were developed for the iCalvin t . ) : :
. ! ST ._ omitted. We also added five questions concerning trust and
conditions: more socially communicative and less #igcia

L ; . .eoerceived social abilities.
communicative. The more socially communicativ

The iCat is a research platform for studying sociabticb
user-interfaces. It is a 38 cm tall immobile robot hwit
movable lips, eyes, eyelids and eyebrows to displayreiffe
facial expressions to simulate emotional behavior.rd ie
a camera installed in the iCat’s nose which can bd far



The answers to the UTAUT questions were given on a
five point scale (1 is ‘absolutely not’, 2 is ‘not’ cetera). Table 1 also shows the results of the paired T-test,
The final questionnaire contained 28 questions of whickhowing the significance of the differences. In facnhe of
19 were related to UTAUT constructs, each construthe UTAUT-constructs showed a significant difference fo
represented by two, three or four questions. Apart fioen tthe two conditions.
UTAUT constructs we added five questions concerning trust Also the scores on the five questions related to kocia
and social abilities (also to be answered on a fivatpo abilities did not show any significant differences thoe two
scale), two questions on experience with computers (to benditions.
answered with yes or no) and one question concerning theAs is shown by table 2, there was a significant difiee
extent to which people felt (un)comfortable when talking found between the two conditions on the question ‘Did you
a robot (to be answered with ‘yes’, ‘no’ or ‘a hit’) feel uncomfortable talking to a robot’ which could be
During user observation, notes were taken by the abiseranswered with ‘yes’, ‘a little’ or ‘no’ (so this coarned in
of interesting and unexpected behavior as well as thie stact a question with answers on a 3-point scale). Al (
and end times of the sessions and interesting commeptsticipants who experienced the more socially
made by the users. communicative condition reported to feel comfortable (o
The sessions were recorded by video and were analyZedt uncomfortable’) about it, while 47% of the (19)
afterwards. During analysis verbal and non-verbal fooms participants that encountered the less socially
conversational expressiveness were counted for eambmmunicative condition reported to feel a little orye
participant such as greeting (with or without wordsuncomfortable.
nodding or shaking the head, smiling, looking surprised or
irritated (frowning), and moving towards or away frone th TABLE 2: T SCORE ON FEELING UNCOMFORTABLE TALKING TO A ROBOT
robot. ThIS ”St of items Considering conversationa! REGAR.D-ING THE MORE AND LESS SOCIALLY COMMUNICAT-IVE:ONDITI.ONS
expressiveness was generated by listing classical féedba€ondition N _Mean t Sig. (2-tailed)

gestures (see [21]-[25]) without categorizing them toMore social 17 1,00

specific communicative functions. We added the behafior ol€SS social 19 1,53-3,7500 0,0015

verbal greeting to it, because we considered this atsgra

of relational feedback. The observation analysis concerning conversational
expressiveness shows that although there are remarkable

V. RESULTS differences, none of these are to be seen as smymifisee
table 3 - note that the sessions for both conditiorse
A. The two conditions equally long).

When the scores for the more and less socially

. . s . TABLE 3: TOTAL COUNTS AND T SCORES ON CONVERSATIONAL
communicative conditions were analyzed, we first

EXPRESSIVENESS REGARDING THE MORE AND LESS SOCIALLY

calculated Cronbach’s Alpha for the UTAUT constructs to COMMUNICATIVE CONDITIONS

see if they were consistent. In psychology, an algha® more less

and higher is considered acceptable [26]. Totals for all  social social Sig. (2-
As table 1 shows, the scores on the constructs foralSo participants:  (N=17) (N=19) t tailed)

Influence and Anxiety were too low, implying that we Nodding head 66 54 0,3946 0,6958

should not take these constructs into account. Shaking head 16 15 -0,1261 0,9005
TABLE 1: CRONBACH S ALPHA AND T-SCORES ONUTAUT CONSTRUCTS non-verbal 2 0 14552 01628
REGARDING THE MORE AND LESS SOCIALLY COMMUNICATIVECONDITIONS greeting ’ ’

Cronbach Sig. (2= ‘don’t know 3 0 11,0000 0,3306
Construct s Alpha t tailed) gesture
performance 7649 move away 0 4 -1,7253 0,1037
expectancy -0,1327 0,8953 approach robot 17 7 16170 0,1152
effort expectancy ,8610 0,3622: 0,7195  Smile 42 30 11,1380 0,2631
social influence ,2997* 0,3453: 0,7322  Laugh 26 9 1,8477 0,0775
attitude toward using  ,8889 Surprise 2 0 1,4552 0,1628
technology 0,4961: 0,6230  ghow irritation
self-efficacy 8942 0,4567 0,6509  (frown) 1 2 -0,5045 0,6189
Anxiety ,4303* -0,0046: 0,9964
intention to use ,8954 0,4036 0,6891 yerpal greeting 36 21 1,9004 0,0672
2:: gzgztt:grftss gggi However, if we look at the total number of times a
: specific behavior occurred for the different conditi¢rable



4), there is a significant difference both in total egsions pool in the new building for this eldercare institution,
and in the total amount of expressions that can Wmping it could talk to the management about it.
categorized as positive expressions (all behaviors except

shaking head, move away and show irritation). VI. CONCLUSIONS AND DISCUSSION

No significant differences were found between the two

TABLE 4: TOTALS AND T SCORES ON BEHAVIORAL OBSERVATIONS . .
conditions for the UTAUT constructs and the influente o

REGARDING THE MORE AND LESS SOCIALLY COMMUNICATIVECONDITIONS

Mean: more less Sig. (2- social abilities on acceptance of a robotic interfas a new
social social t tailed) technology by elderly users could not be confirmed.
Positive 100526  7.0588 2450 0.020 However, data concerning acceptance of the robot as a

conversational partner do show some significant
differences: elders are more comfortable with a more
sociable robot and behavior analysis shows that ®lder
invited to be more expressive by a more sociable robot
B. Other results We hgve to note t.hat_ conneqting a higher converait_ion
, , expressiveness (indicating a higher form of conversation

We found a remarkable d|f_“fere_nce concerning gender: f?ﬁ/olvement) to acceptance is not the only way terjret
table 5 shows, on the question if one would want the iCgose gata. Responding with more expressive behavior to a
immediately if it were possible, male participants app@ar ., mmnication partner who is more expressive can &so b

Negative 0,8947 1,2353 -0,986 0,333
All items 11,0526 8,2941 2,063 0,047

more eager than female participants: linked to what researchers on human-human
, communication have reported as the chameleon effégt [2
TABLE 5: T SCORE ON FEELING COMFORTABLE TALKING TO A ROBOT . . R . .

REGARDING MALE AND FEMALE PARTICIPANTS This form of behavior copying could indicate that
gender N Mean t Sig. (2-tailed) participants like the iCat and accept it as a conversali
male 11 145 partner, but this does not mean the less social conditi
female 25 072 21717 0,0426 leads to a lower acceptance.

Furthermore gender seems to play a role. This might be a
neration-related phenomenon. It is important to densi
t robots for eldercare will be applied to a genenatiat
might be different from the present one.

The research reported in this paper focused on the
influence of perceived social abilities on acceptaihtehe

We also asked participants if they had any experien &
using a computer, which also showed a significant gend
related difference that may be typical to this genenati

TABLE 6: T SCORE ON EXPERIENCE WITH A COMPUTER REGARDING MALE

AND FEMALE PARTICIPANTS study, the experiment was designed and behavior was
gender N Mean t Sig. (2-tailed) simulated in such a way that a set of specific alslitias
male 11 1,64 involved (such as nodding, apologizing for mistakes and
female 25 1,24 2,2607 0,0373 smiling). Although our results indicate that people felteno

comfortable when talking to a more socially commuriveat
) robot, these experiments show that both the concept of
C. Observations social abilities itself and measuring these abilitiesain
Interviewers reported that four male participants wheubject to further development. In future research it lvel
indicated they would want the robot if it would be avalga important to address specific social abilities and measur
to them noted that they would love to learn how itkeor the effects these abilities have on user behaviad an
and possibly learn how to program it. They did not menticacceptance. The results from research done by De Ratyter
the presented functionalities as the reason to wamtolbot.  al. [6], who asked participants to interact with a roloot
Furthermore, a remark noted by four female participantdbout 30 minutes, did show significant differences in
indicating they would not want to use the robot if itweb acceptance due to perceived social abilities. This suggests
be available was, that they generally would not want athat it may be necessary to collect data on longen-te
technology that would help them too much in doing anithteraction.
remembering things. They would prefer to try to remember The Wizard of Oz setting that was used could also be
and do as much as possible without any help until thesebject to discussion (see [28] for arguments against it).
would really be no way out but to use technology. One could argue that it is a way of cheating participants
Another interesting observation was that manthat it gives an unreal impression of the actual pdiibi
participants had a conversation that was not only risbyoof the technology. However, Wizard of Oz experiment$ wi
the given tasks but also far beyond the presented possiptetotype technology are an accepted way of carrying out
functionalities of the robot. They demanded it to makaser research and offer the opportunity to study user
coffee, they informed about its wellbeing and onexperience at an early stage in the development process.
participant even told he would love to have a swimming



The findings indicate that elderly users were generally
comfortable in communicating with the iCat interface

Better-developed social skills seemed to improve thé tdve
comfort in interacting with the robot. In order torgaout

further research on the influence of human-robot bocit®]
interaction on acceptance, a more sophisticated mddel o
social abilities will be developed in future researcht ttan

be applied to human-robot interaction. Future research _ lonomou :
18] Gresham, F. M., and Elliot, S. Bocial abilities rating system. Manua

specifically addressing elderly users may involve théhrrt

exploration of relevant application areas such as coimign

education, support for social activities, providing prattica

medical, psychological and emotional support as well
comparing the interaction experiences for differentdyge

robots and on-screen agents.
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